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Abstract: Social network sites (SNS's) have connected millions of users creating the social revolution. The popular social networking sites are facebook, Twitter, MySpace, Orkut, LinkedIn, Google plus etc. which are actually online social networking (OSN) sites. a novel friend recommendation framework (FRF) based on the behavior of users on particular SNS's. The proposed method is consisted of the following stages: measuring the frequency of the activities done by the users and updating the dataset according to the activities, applying FP-Growth algorithm to classify the user behavior with some criteria, then apply multilayer thresholding for friend recommendation. The popularity of public cloud services, the concern of confidentiality is recognized as the problem even for personal individual users. Secret sharing data management approaches for multiple clouds to maintain confidentiality that involves a secret sharing scheme have been proposed.

1. INTRODUCTION:

Cloud computing is a furious domain and has rapidly grown to be a platform of network-based computing. We have advantages in initial cost and availability in public clouds. However, there are problems concerning confidentiality, such as inappropriate use of data, because a third party's service provider manages data not only business user but also personal users. We are focusing on a storage service, which is a major cloud service. We have proposed a concrete data management approach. This approach uses secret sharing scheme. With our approach, confidential data are distributed to multiple cloud services using secret sharing scheme. In this paper, the proposed approach is implemented by using an actual cloud service as a CSP, and the performance is evaluated by making a study and analysis on the title.

The popularity of online social networking sites is booming day by day because of the friendliness introduced in the sites and technological advancement. Friend recommendation is an important recommender application in social media. Major social websites such as Twitter and Facebook are all capable of recommending friends to individuals. However, most of these websites use simple friend recommendation algorithms such as similarity, popularity, or “friend’s friends are friends”, which are intuitive but consider few of the characteristics of the social network. A recommendation system generally interacts with its user in most possible friendly way and recommends doing something in its users favor. Recommendation systems for SNS’s is a new scope of research as social peoples are more interested in online social networking (OSN) sites, like Facebook, Twitter, Flickr, LinkedIn, MySpace, Google Plus etc. In the social networking sites, a social entity or user makes connections with other known or unknown social entities, namely friends or partners, and share their news and views through the profound facilities of the sites. Friends could be offline or real-life friends, classmates, neighbors, colleagues, family members, relatives or anyone having a profile in the OSN sites. Recommending people on social networking sites is worth studying because it is different from traditional recommendations of books, movies, restaurants, etc. due to the social implications of “friending”. With the ever increasing web crimes and identity theft, people are becoming more and more careful in sharing their personal information. Hence, unless a user can trust the system with their data, the system cannot stand and it will be valueless. Exploitation of social network data is the fragmentation of the population of social network users into numerous proprietary and closed social networks. This issue is compounded by the fact that each new game or media application tends to build its own social network around it rather than building upon the rich data available about existing social relationships. In this paper, we have defined users’
online behavior in perspective of mining and proposed a connection or friend recommendation framework for online SNS’s using the concept of user’s online behavior towards the other users.

2. SYSTEM ARCHITECTURE

2 (a). Social Networking:
The popularity of online social networking sites is getting higher day by day because of the friendliness introduced in the sites and technological advancement. Use of these sites has developed social traditions and behavior in its users [1]. Nowadays, recommendation system has gained its popularity to the researchers’ because of its versatile notion of integrating different research areas. Researchers from psychology, human computer interaction, computer vision, data mining etc. are keeping their attention on this research area. A recommendation system generally interacts with its user in most possible friendly way and recommends doing something in its users favor.

2 (b). Friend Recommendation Framework:
In this section, we proposed a novel friend recommendation framework based on the user’s online behavior defined in the previous section. The framework is considered for a graph as the popular SNS’s are architecture as graph based network. There are five step sequencing in the framework: extracting sub-network, finding frequency of the activities, find the common behavior, find the uncommon behavior within the common behavior and finally friend recommendation.

- Extracting Sub-Network
  SNS’s are very large entity and has large-scale databases. Day by day the size of the network is increasing and as the people are joining, there is huge number of information overload happens on these sites. For experiment of our proposed system, we take the whole network of a random individual. After getting the whole network of a client for who are going to suggest friends, we extract the sub network of ‘x’ no of people from the visualized graph.

- Finding Frequency of Activities:
Activities are the main base of social networking sites. The behavior of a particular user depends on the type of activities he/she does on the SNS. The definition of behavior also describes the related or considered activities actually define the behavior of that user. There are huge number of activities on SNS’s nowadays and increasing day by day because of technological advancement and user’s involvement from different spheres of life. For our proposed method we can consider different set of activities like types of songs user like, types of videos user often watches, types of online social games user take part etc. for each type of activities there will be many entities like a user may listen to “Michel Jackson” as well as “Metallica”. So there are two entities is listening song activity. From all the activities we find out the entity with maximum frequency. We make the network scrutinized by using this frequency where the maximum
frequency related activities are there. So all activities come down to the number of activities, where the every categorized activity contains one activity with the maximum frequency. After this step only the activities with maximum frequencies will be selected.

➢ *Find the Behavior*

To find the desired user behavior (common and uncommon) we use FP-growth algorithm in our modified dataset. FP-growth algorithm gives us the pattern from the dataset. Among this pattern the desired behavior will be found. FP-Growth works in a divide and conquers way. It requires two scans on our model database. FP-Growth algorithm first computes a list of frequent items sorted by frequency in descending order (F-List) during its first database scan. In its second scan, the database is compressed into a FP-tree. Then FP-Growth starts to mine the FP-tree for each item whose support is larger than $\delta$ by recursively building its conditional FP-tree. The algorithm performs mining recursively on FP-tree. The problem of finding frequent item sets is converted to searching and constructing trees recursively. Thus, applying FP growth algorithm in our dataset we find the behaviors patterns. From the acquired pattern we find out the common behavior by using the maximum number of frequency for any pattern with the single activities of the user behavior. Naturally single activities will give the highest frequency value. After finding the common behavior our next step is to find the uncommon behavior. If we recommend friend only using the common behavior it will just like the natural recommendation process using only one feature like "fot" (friend of friend). So for more integrity we use uncommon behavior. This uncommon behavior is different from the natural uncommon process. We actually find out the less no of frequency of other two activities from the user behavior containing the common user behavior. We call it uncommon because it appears less among the user whose have similar interest early. Actually this behavior can be considered as their unique behavior. Therefore, multilayer thresholding is done to find out the uncommon behaviors.

➢ *Friend Recommendation*

In this final step we recommend the users with the user behavior found in previous steps. We can take any random user from any other sub network and recommend them as friend. So many friends or connections could be recommended to a particular user in any social network. The Fig-4 describes the recommendation framework more precisely. The total activity set is defined by the large circle here the inscribed circles define the different users and the activities they have performed in a particular timestamp.

![Fig 3: Behavior Analysis for friend recommendation for several users. (Black dots specifies the least frequently performed activities and white dots specifies most frequently performed activities)](image)

Each user could have least frequently and most frequently performed activities which are denoted as black and white dots in the figure, respectively. Some users could have only most frequently done activities (i.e. uC), some could have only least frequently done activities (i.e. uF) or both (i.e. uA, uB, uD, uE, uG). Now, the uA and uB have many common activities as the sets overlaps and have two least frequently performed activities which is the commonly uncommon behavior that we have define in section III. Based on these activities these two users could be recommended to be friend to each other.

2 (c). Multiple clouds using secret sharing scheme

In the evaluation, a particular popular public storage service is used as a public cloud service because it is familiar and discloses its API to service developers [16]. Ideally, performance should be evaluated with many varieties of cloud services, but here, one service is used with multiple accounts in order to clarify the basic characteristics because the effect on internet communication should be estimated first rather than the difference of various kinds of CSPs. Here, we use multiple accounts of the public cloud service as multiple CSPs. Evaluation with various services is future work.

➢ *Evaluation Environment*

The configuration of the evaluation environment is depicted in Fig. 2. A PC for evaluation (Core i7, 2.8GHz) was connected.
through LAN (100 Mbps). A broadband connection for The Internet was used to communicate with the public cloud service as storage service. All programs were written in JAVA. AES was used as the encryption algorithm. The PC has functions of both client and DDS.

**Experimental Evaluation and Analysis**

Here, A fast (k, L, n) threshold secret sharing ramp scheme using XOR, proposed by, was used for secret share generation. The communication with the public storage service was performed by using disclosed API by the public storage service.

**Basic Component Structure**

Figure 5 illustrates the basic logical component structure. We use multiple public clouds without adding extra sharing storages within an organization guaranteeing data security because we assume also easy personal usage. A client PC encrypts the secret data using a key. Users then transmit the encrypted data to the DDS (Data Distribution Server). The key is stored a client PC. The DDS applies the (k, L, n) secret sharing scheme to the encrypted data and transmits the generated share to each CSP. Furthermore, DDS generates a hash value to prevent falsification. Detailed processes are described below.

**Data Management Process**

The encryption/distribution and decryption/restoration with the secret sharing scheme are described.

- **Encryption and Distribution**
  1. A client who wants to store secret data M encrypts M with a key K and generates the encrypted data S. Then, the client discards M.
  2. The client transmits S to the DDS. A secure protocol like SSL is necessary if the network is not trustable.
  3. The DDS creates n shares DSj from S using the (k, L, n) secret sharing scheme.
  4. The DDS generates hash values HDj from each DSj.
  5. The DDS send hash value information and the identification information of shares to a client’s storage.
  6. The DDS distributes generated shares to multiple CSPs’ storages.

- **Decryption and Restoration**
  1. A client who uploaded S in the encryption and distribution procedure uploads HDj and identification information to the DDS.
  2. The DDS selects arbitrary k cloud services out of n CSPs and requests the shares to each CSP, then, the DDS receives them.
Fig 5. Assumed Basic Logical Component Structure

3. The DDS verify the received shares by using the hash values HDi, which are uploaded in Step 1. If the received DSi fails verification, the DS requests another share to another CSP.

4. The DDS restores S by applying the (k, L, n) secret sharing scheme.

5. A client receives S from the DDS.

6. The client decrypts S by using the key K and get original secret data M.

3. ALGORITHMS:

The following algorithms are used for friend recommendation and for security:

3 (a). FP-GROWTH:

To find the desired user behavior (common and uncommon) we use FP-growth algorithm in our modified dataset. FP-growth algorithm gives us the pattern from the dataset. FP-Growth works in a divide and conquers way. It requires two scans on our model database.

- FP-Growth algorithm first computes a list of frequent items sorted by frequency in descending order (F-List) during its first database scan.
- In its second scan, the database is compressed into a FP-tree.
- Then FP-Growth starts to mine the FP-tree for each item whose support is larger than a by recursively building its conditional FP-tree.
- The algorithm performs mining recursively on FP-tree. The problem of finding frequent item sets is converted to searching and constructing trees recursively.

Thus, applying FP Growth algorithm in our dataset we find the behaviors patterns. From the acquired pattern we find out the common behavior by using the maximum number of frequency for any pattern with the single activities of the user behavior. Naturally single activities will give the highest frequency value.

3 (b). AES:

AES is based on a design principle known as a substitution-permutation network, combination of both substitution and permutation, and is fast in software and hardware. Unlike its predecessor DES[20], AES does not use a Feistel network. AES is a variant of Rijndael which has a fixed block size of 128 bits, and a key size of 128, 192, or 256 bits. By contrast, the Rijndael specification per se is specified with the block and key sizes that may be any multiple of 32 bits, both with a minimum of 128 and a maximum of 256 bits. Most AES calculations are done in a special finite field.

1. Key Expansion: Round keys are derived from the cipher key using Rijndael’s key schedule. AES requires a separate 128 bit round key block for each round plus one more.

2. InitialRound:addRoundKey:

Each byte of the state is combined with a block of the round key using bitwise xor.

3. Rounds:

- SubBytes:
  A non-linear substitution step where each byte is replaced with another according to a lookup table.
- ShiftRows:
  A transposition step where the last three rows of the state are shifted cyclically a certain number of steps.
- MixColumns:
  A mixing operation which operates on the columns of the state, combining the four bytes in each column.
- AddRoundKey.

4. Final Round(no MixColumns)

- SubBytes
- ShiftRows
- AddRoundKey

3 (c). DES:

DES relies on encryption techniques of confusion and diffusion.[20] Confusion means that each character of the cipher text should depend on several parts of the key. Diffusion means that a small change in the plaintext should reflect a big change in the cipher text, and similarly, a small change in the cipher text, should reflect a big change in the plain text. Confusion is accomplished
through substitution, whereas diffusion is accomplished through permutation of the plaintext and the key. The algorithm includes initial permutation, sixteen identical iterations, 32-bit swap, and inverse initial permutation. [18] There is a key expansion function which produces different iteration keys that are used in each of sixteen iterations from the initial key.

The iteration function consists of the following operations:

• expansion permutation- in which the right half of the input block (Ri-1) is permuted and extended from 32 bit to 48 bit length,

• logical XOR function- which is applied to the extended right half of the input block and the iteration key for that iteration,

• substitution- which includes substitution function applied to the result of previous function which substitutes bits and reduces the size from 48 bit to 32 bit,

• permutation- which permutes the result from the previous function.

DES has a set of look up tables known as S-boxes and P-boxes, for substitution and transposition of plaintext, respectively. Substitution algorithm uses eight S-box tables. Each of them gives 4-bit output for 6-bit input. Every S-box consists from four different 4-bit substitution algorithms. The most significant and the least significant bit from the input 6-bit value determines which of the four algorithms will be used and the middle 4-bit value is replaced with the value from the table. After sixteen iterations and inverse initial permutation a 64-bit cipher text block is created. Iteration keys are created from 56-bit initial key. There are sixteen different 48-bit iteration keys. A permutation is applied to a 64-bit key that was entered by a user. This permutation also eliminates every eighth bit. Then there are sixteen iterations in which a 56-bit value is divided into two halves of equal size then for each half a circular left shift is done, followed by a permutation that selects 24 bit from each half. That is how a 48-bit iteration key is created. The result after rotation is input for next iteration.

4. CONCLUSION:

We have proposed a novel friend or connection recommendation framework which could be used in any social networking sites. The framework is based on user’s online behavior. In this paper, we have contributed the user’s online behavior definition as well as an approach to use the online behavior to recommend friend. The applications of this framework is huge and this approach could be used to recommend friend, community or group, online games matches with the users behavior or interest and many more. The FP Growth algorithm could be modified to determine a new recommendation system having more accuracy. Different data mining rules could be applied to simplify the model dataset and find the required connection. Our future work is to work with different data mining algorithms and large scale datasets from Facebook, Twitter, and MySpace etc.

We experimentally evaluated the performance of a proposed data management approach for multiple clouds that use secret sharing schemes by implementing the prototype. An actual particular public cloud service was used as a CSP in the prototype. The result shows that the performance was feasible for use and that the secret sharing processing time was much less than communication time. We will evaluate the performance with various kinds of CSPs in the future.
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